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•Scalable processing of cyber security data

•Challenges found in Security Operations Centers (SOC)
• Scalability: high data volume, limited storage for historical data
• High Availability: ingestion, processing and storage must be kept operating
• Data Quality: accuracy of de-duplication, flow stitching, enrichment, field sanitization
• Low-latency Output: short processing time and fast query time
• Security: observability data is sensitive and should be kept protected

•Big Data technologies
• Scalability - distributed computing
• High Availability - replication
• Low-latency output - massive parallel processing
• Quick integration and deployment - container orchestration

MOTIVATION



• Big Data
• Hadoop: distributed file system and map-reduce framework
• Spark Streaming: distributed streaming framework
• Hazelcast, Hazelcast Jet: distributed in-memory data grid and streaming framework
• Vector: ultra-fast and reliable observability data pipeline
• Kafka: distributed message broker
• Vertica: distributed columnar store

TOOLS STACK



• Big Data
• Hadoop: distributed file system and map-reduce framework
• Spark Streaming: distributed streaming framework
• Hazelcast, Hazelcast Jet: distributed in-memory data grid and streaming framework
• Vector: ultra-fast and reliable observability data pipeline
• Kafka: distributed message broker
• Vertica: distributed columnar store

• Containerization
• Docker in Swarm mode: containerisation platform
• Portainer: container management tool
• HPE Trusted Registry: on-premise registry to store and manage Docker images

• Monitoring
• Prometheus: application metrics
• Loki: distributed log aggregation system
• Grafana: visualisation and alerting

TOOLS STACK IN DSP



•SAPPAN, EU-funded project 
• methodology for scalable cyber security data processing using traditional big data 

technologies
• modular architecture

BACKGROUND



• First iteration – Hortonworks, Spark/Scala
• PROS

–Scalable, performant
• CONS

–Shared platform, unstable environment
–At the limit of available resources

• Second iteration – MapR,  Spark/Scala
• PROS

– our own platform
• CONS

–non-transferable technology
–different Kafka libraries in MapR
–difficult to maintain

Iterative process

BACKGROUND
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• Interaction with stakeholders: 
• data feed prioritization
• get sample data
• identify operational characteristics
• user requirements gathering (data fields, 
processing steps: aggregation, enrichment, etc.)

• Get infrastructure ready:
• resource allocation
• connectivity: NCS, NCR requests etc.

• Data feed documentation
• established feed template
• all feeds documentation is standardized

FEED ONBOARDING METHODOLOGY IN DSP



HOW WE INGEST, PROCESS AND STORE FORTINET SYSLOG EVENTS

Ingestion

Metrics / Logging Metrics / Logging Metrics / Logging Metrics

fortinet-syslog
fortinet-processed
dhcp-audit-logging

UDP port 9514

202539_DL_PRO
fortinet_processed
dhcp_audit_logging

Syslog Connector
Multiple Replicas
Java Application

UDP Load Balancer
NGINX Kafka Brokers

Schema Registry

Fortinet Processor
Multiple Replicas

Hazelcast Jet

Vertica Loader
Multiple Replicas

Hazelcast Jet

Vertica Cluster

Transport Processing Storage



FORTINET PROCESSING: AGGREGATION AND ENRICHMENT

Fortinet Syslog Event
eventIngestTime

srcip
dstip

dstport
date
time

rcvdbyte
sentbyte

…



FORTINET PROCESSING: AGGREGATION AND ENRICHMENT

Mapping to DSP data model
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FORTINET PROCESSING: AGGREGATION AND ENRICHMENT

Aggregation Window

In average, for a 60s window the aggregation ratio is ~67%
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FORTINET PROCESSING: AGGREGATION AND ENRICHMENT

Aggregation Window

Fortinet Processed Event
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Enrichment with 
source and destination 
hostnames
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Mapping to DSP data model Aggregation

In average, for a 60s window, the aggregation ratio is ~67%
Lag to Kafka: average 5-6s, max 37s
Total lag : 47s
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• Distributed, performant
–low latency, good aggregation rate

• Modular architecture
• Cloud oriented

–easy to deploy/maintain
• Secure

–encryption and access control
• Observable

–metrics, logging
–specialized dashboards (per feed, per process)

• Unified data model
• Well documented and following best practices

–git, code review, release cycles

Solid foundation for the DSP
• More feeds onboarding

–Palo Alto, Zscaler, Checkpoint
• Handover to OEIS/OE

–Finalize operations playbooks
• Actionable Intelligence

–Antonio Neri, Discover 2021: 
–“We are entering the age of insight”
–“(the future) is not about simply capturing data, but 

about how fast we can extract value from it”
–“Collecting AND connecting data and applying ML at 

the enterprise scale”

Future steps

CONCLUSIONS
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