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ABSTRACT
The sanitization of concise data samples can be challenging, as
they do not provide a clear distinction between sensitive and non-
sensitive parts within individual samples. In this context, tradi-
tional sanitization and anonymization measures are not applicable.
We consider the detection of algorithmically generated domains
through machine learning as an example of such a case, where
the benign samples may leak sensitive information. Within this
scenario, we evaluate the use of a similarity-preserving Bloom
encoding technique to obscure the training samples.
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• Security and privacy → Privacy protections; Malware and its
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1 INTRODUCTION
For many applications related to classification, machine learning
has become the go-to solution. Use cases involving sensitive train-
ing data and the rise of privacy regulations such as the GDPR,
however, have led to concerns about potential leakage of sensi-
tive information. While techniques such as federated learning or
differentially private machine learning aim to address such con-
cerns, their application requires to perform at least some machine
learning tasks within an organization’s trust boundary. A more
general alternative is the sanitization of training data, which (if
done successfully) does not just provide protection against leak-
age of sensitive information through attacks on trained classifiers
(e.g., via membership inference attacks [12]), but also allows for a
wider range of use cases, such as sharing of training data with other
parties (e.g., to create more balanced training data sets) or the use
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of an honest-but-curious machine-learning-as-a-service (MLaaS)
provider. Applying protective measures to the training data instead
of the algorithms also simplifies explanation to non-technical peo-
ple, as in-depth knowledge of the algorithms and techniques is not
required to understand how respective measures have been applied.
Nevertheless, training data sanitization also comes with various
downsides. In some instances, altering training data can remove
information which is crucial for classification, while in other in-
stances it is not clear which parts of the training data are sensitive.
Especially the classification of short strings can be problematic in
this context, since they do not leave much information to remove.
As one example of such a use case, we consider the detection of
algorithmically generated domains (AGDs), which has been moti-
vated for finding bots in a monitored network. The key idea in this
scenario is that bots use domain generation algorithms (DGAs) to
generate domain names, which they then try to connect to. The
command and control server, as the desired communication coun-
terpart, is then registered under domains which are likely to be
generated by the bots based on the properties of the used DGA. The
ability to detect AGDs can hence help to identify infected machines
by viewing AGDs as indicators of compromise.
Work in this area (e.g., [2]) has evaluated the use ofmachine learning
classifiers trained on AGDs as malicious samples and non-existent
(NX) domain requests as benign samples. However, as such benign
NX requests can reveal information about browsing behavior as
well as sensitive benign applications using AGDs (such as endpoint
security software) in the network in which they have been collected
in, they can be considered to be privacy-critical [1]. At the same
time, both malicious and benign samples consist of relatively short
strings, which do not follow a traditional format as it is required
for the anonymization of table or graph data.
Our contribution: We propose the use of a collision-based Bloom
encoding technique from the area of privacy-preserving record
linkage (PPRL) [10] for the sanitization of training data. This ap-
proach obscures input samples while at the same time preserving
similarity between the encoded samples, as a crucial property for
machine learning applications. We further evaluate this approach
in the use case of DGA detection, and discuss its shortcomings as
well as potential extensions to address them.
The remainder of this work is structured as follows. In Section 2, we
look at the context in which the Bloom encoding technique is used
for PPRL, as well as basic properties provided by it. We then discuss
its use for the purpose of sanitizing samples for DGA detection
in Section 3. After this, we define two threat models in Section 4,
followed by a conceptual discussion of privacy implications under
consideration of these threat models in Section 5. In Section 6, we
present the results of our initial practical evaluation of performing
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Figure 1: Visualized example of the flow for creating Bloom
encodings without applying padding to the cleartext.

DGA detection on Bloom encodings. Lastly, we discuss our findings
and outline potential directions for future work in Section 7.

2 BLOOM ENCODINGS IN PPRL
To understand how the requirements of machine learning on sensi-
tive information relate to those of PPRL, we first introduce a general
PPRL scenario as well as the approach proposed in [10], which we
have used to encode the training samples for DGA detection.
The goal of PPRL is to enable linkage of records based on sensitive
information without revealing the data on which the linkage is per-
formed. We assume two data holders with their respective data sets
𝐷1 and 𝐷2, which consist of patient identities (e.g., a combination
of first name, last name, date of birth, and ZIP code) and a medical
attribute (e.g., heart rate or blood pressure), the latter of which
differs between 𝐷1 and 𝐷2. If a research organization wanted to
study the correlation between these two medical properties, it is
necessary to link the medical attribute values based on the patient
identities. However, as medical data is highly sensitive information,
only the respective data holder should know a patient’s identity.
The Bloom encoding approach proposed by [10] and depicted in
Figure 1 can be used in a protocol, which encodes the identity tuples
in a similarity-preserving way. Similarity of inputs is preserved,
since not a full identity tuple is hashed into a Bloom filter, but its
different substrings are hashed individually. This way the Bloom
encodings of two inputs are similar, if their substring decomposi-
tions are similar. The encodings are sent to a linkage party, which
links the medical attributes based on the encodings. The resulting
mapping is then sent to the research institute without containing
the identifying information in direct or encoded form.
In this scenario, the linkage party is considered to be honest-but-
curious. Preserving similarity in this context is important, since
the identifying information is considered to contain errors, such
as typographical mistakes or inconsistent use of special characters.

Preserving similarity in this context thus allows to also link records,
for which the identifying information does not match exactly.
The Bloom encoding uses three primary parameters: The size of the
Bloom filter 𝑙 , the number of hash functions ℎ, and the character
length 𝑞 for 𝑞-grams. These parameters can be used to provoke colli-
sions between encodings. Intuitively, smaller 𝑙 and larger ℎ increase
collisions. Larger values for ℎ, however, also lead to more distinct
bit patterns for 𝑞-grams, which can benefit decoding attempts. It
further has been shown that smaller values for 𝑞 are preferable
from a privacy point of view [6].

3 APPLICATION IN DGA DETECTION
The first aspect to note is that preserving the similarity of encod-
ings is crucial for machine learning. As DGA detection via machine
learning aims to identify patterns in the training data, it is essential
that such patterns are preserved across different sanitized samples.
Creating one-way hashes of inputs or hashing domain names in
full into a Bloom filter does not preserve such patterns, and can
thus only be used for exact matching, rendering these approaches
useless for machine learning use cases. In contrast to this, the ap-
proach of hashing individual 𝑞-grams into a Bloom filter implies
that two input strings with similar 𝑞-grams also have similar Bloom
encodings, meaning that some structural information is carried
over to the encodings. Due to the basic properties of Bloom filters,
however, collisions can occur, which also allow non-similar inputs
to be mapped to similar or identical encodings.
It should also be noted that the Bloom encoding approach is sen-
sitive to varying input length, as in general, shorter inputs result
in sparser encodings (high fraction of 0-bits) while longer inputs
result in dense ones (high fraction of 1-bits). As a consequence, the
Bloom encoding parameters have to be chosen wisely to avoid that
all long inputs result in the Bloom filter in which all bits are set.
Further, also too sparse Bloom filters should be avoided, as they
commonly include fewer collisions, which can benefit decoding
attempts. This means that the Bloom encoding approach is not
suitable, if inputs vary too much in length. For DGA detection,
however, this is commonly not an issue.
One key aspect of the PPRL scenario is that the encoding param-
eters remain hidden from the honest-but-curious adversary. This
differs from the requirements for various DGA-related use cases, as
the encoding parameters are required to encode the training data
set and any samples, which should be classified by a model trained
on the encoded training data. Scenarios such as collaborative data
set creation or sharing a trained classifier hence require the other
parties to also know the encoding parameters. This introduces new
attacks, which exploit the determinism as well as the known pa-
rameters to map a given encoding back to a set of inputs for which
the encodings exactly match the given one. An example of this was
formulated as a graph traversal problem [6].
Within the area of PPRL, the use of the permanent randomized
response step of RAPPOR [4] has been proposed to harden the
encodings [11]. The randomization is applied individually to the
bits 𝑏𝑖 of a Bloom encoding 𝐵 for the randomization parameter
𝑓 ∈ [0, 1] to create a noisy version 𝐵′ with bits 𝑏′

𝑖
. It is thus applied
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as post-processing to the procedure depicted in Figure 1. Specifi-
cally, the noisy bits are generated as follows [4]:

𝑏′𝑖 =


0, with probability 0.5 · 𝑓
1, with probability 0.5 · 𝑓
𝑏𝑖 , with probability 1 − 𝑓

The graph traversal attack presented in [6] relies on the determin-
ism of the procedure and the basic Bloom filter property, which
allows to prove that a specific element has not been hashed in it
based on 0-bits. As this property is not preserved in the randomized
encodings, the attack is no longer applicable, if an adequately high
value for 𝑓 is used.

4 THREAT MODELS AND ASSUMPTIONS
We consider two threat models, which align with different use cases.
In both threat models, the adversary has access to the sanitized
training data set (i.e., a set of Bloom encodings), in the following
referred to as the target encodings, and the goal of the adversary
is to fully decode at least some of these target encodings, i.e., to
find the exact cleartext, which resulted in a given Bloom encoding.
In the context of DGA detection, this would allow to reveal NX
domains captured in an organization’s network. The two different
adversaries we consider, however, differ in the degree of available
background knowledge:

(1) Unknown parameter values: The first adversary is con-
sidered to have knowledge of the encoding procedure and
the set of characters, which can appear in cleartexts. The
parameter values, however, are not known to the adversary,
with the exception of the Bloom filter length 𝑙 , as it is directly
revealed by the target encodings.

(2) Known parameter values: The second adversary has ac-
cess to all information the first adversary has, but addition-
ally knows all parameter values used, except for the random-
ization parameter 𝑓 (if randomization is used). This implies
that the adversary can generate Bloom encodings for arbi-
trary inputs.

In regard to use cases, the capabilities of the first adversary align
with the one of an honest-but-curious MLaaS provider, who trains a
machine learning model based on Bloom encoded training data. For
this, the adversary is not required to know the encoding parameters.
In contrast to this, the second adversary is aligned with use cases
such as the collaborative collection of a training data set, to which
the adversary gets access (as an honest-but-curious collaborator,
or a third party data consumer). In this case, the adversary needs
access to the parameter values, since any samples which should be
put into context with the encoded data set (e.g., as samples classified
by a machine learning model trained on the encoded training data
set) also need to be encoded.
Note that the chosen threat models assume the adversary to have
direct access to the target encodings. The assumed adversaries
are hence stronger than adversaries, who first have to extract the
encodings from a trained classifier, e.g., via membership inference
attacks.

5 PRIVACY IMPLICATIONS
These two threat models do not just align with different use cases. It
is to note that the second threat model poses a notably larger threat
to the encodings. The first threat model requires the adversary to
first find out patterns of individual 𝑞-grams, before being able to
generate encodings for chosen cleartexts. In contrast to this, the
second threat model allows to generate encodings for arbitrary
𝑞-grams, also for arbitrary values of 𝑞.
For the first threat model, this means that taking measures to pro-
tect against the discovery of 𝑞-gram patterns also protect against
decoding attempts. As a consequence, avoiding sparse Bloom encod-
ings via the choice of the parameters 𝑙, ℎ and 𝑞 could be considered
adequate in some settings. Using randomization would complicate
the detection of 𝑞-gram patterns even further, since any bit position
in any encoding could have potentially changed its value during
randomization. It is to note that the application of RAPPOR’s per-
manent randomized response step adds noise to each encoding
independently. There hence is no consistent noise pattern. Conse-
quently, discovering 𝑞-gram patterns based on individual sparse
encodings will commonly not be possible, as sparse encodings of
similar cleartexts would need to be contextualized to filter out noisy
bit values. Thus, using randomization can allow for a few sparse
encodings without significant risk of leaking 𝑞-gram patterns.
For the second threat model, it no longer suffices to protect against
the discovery on 𝑞-gram patterns, as the adversary has all informa-
tion necessary to generate encodings for arbitrary cleartexts. The
level of protection provided hence depends on how the adversary
can utilize the generated patterns to decode the target encodings.
In this context, two abilities of the adversary become important:

(1) In a setting without randomization, the adversary can match
the generated patterns against a target encoding. If, and only
if, all bit positions which are set in the pattern of a 𝑞-gram
are also set in the target encoding, the respective 𝑞-gram
can potentially be part of the cleartext used to generate the
target encoding. Note that this, however, does not necessarily
guarantee that the 𝑞-gram was part of the original cleartext,
as respective bits could have been set by patterns of other
𝑞-grams.

(2) Since we assume the adversary to know the encoding ap-
proach, the adversary also knows that the 𝑞-grams derived
from a cleartext during the decomposition step are overlap-
ping, meaning that the last 𝑞 − 1 characters of a 𝑞-gram are
the same as the first 𝑞 − 1 characters of its successor 𝑞-gram.
This allows to make some assumptions about the order of
different 𝑞-grams with patterns matching a target encoding
when reconstructing a cleartext.

Based on the combination of these two abilities it is possible to gen-
erate the set of all cleartexts, for which the encoding is exactly the
same as a given target encoding [6]. While the clearxtext might be
retrievable uniquely for sparse encodings, the set of potential clear-
texts might contain hundreds of thousands or more cleartexts for
dense ones. Nevertheless, relying only on colliding cleartexts should
not be considered to provide adequate privacy protection under the
second threat model. To impede this attack, randomization should
be applied, as it disrupts the ability to rule out certain 𝑞-grams
through pattern matching. Specifically, 0-bits can no longer prove
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Figure 2: Evaluation of CNNs trained on the cleartext data
set (as a baseline) and different encoded versions of it. The
parameter values used for encoding the samples are given on
the y-axis (𝑙 : Bloom filter size, ℎ: number of hash functions, 𝑞:
length of 𝑞-grams, 𝑓 : randomization parameter of RAPPOR).
An 𝑓 -value of 0.0 implies that no randomization has been
used. Each sample has been encoded in a separate Bloom
filter.

that a specific 𝑞-gram is not included in a target encoding, if the
randomization procedure can unset bits again. Randomization via
RAPPOR’s randomized response step hence targets and eliminates
one of the key properties required for decoding encodings under
the second threat model, and significantly improves the provided
privacy guarantee.

6 EVALUATION
Since both the Bloom encoding procedure itself and the random-
ization applied to the generated encodings can produce colliding
Bloom filters for differing cleartexts, the question about the impact
on utility arises. We performed an initial practical evaluation by
training convolutional neural networks (CNNs) on the cleartext
samples (as a baseline) as well as on the encoded samples, which
have been generated using different parameter values. The param-
eter values have been chosen to prioritize privacy over utility, by
using relatively short Bloom filters, only two hash functions (re-
sulting in less distinct 𝑞-gram patterns) and a decomposition into
2-grams, as it has been shown that smaller values for 𝑞 provide
stronger privacy guarantees [6].
For our initial evaluation, we used CNNs for the binary classifica-
tion task (malicious/benign) in regard to AGDs. We used the NYU
model with two stacked 1-dimensional CNN layers, each with 128
filters, as related work has shown that it performs well in the binary
DGA classification task [14][2]. The model is featureless, which
makes it possible to use the same approach for training on clear-
texts as well as on encodings without substantial changes. This
allows for a fair comparison when evaluating the impact of the
encoding on the classification performance. We expect that also
other featureless deep learning models could be used.
To provide comparability to other works, we used a data set kindly
provided to us by the authors of [2][3]. It has been pre-processed as
detailed in [3], and consists of 67 018 benign and 67 018 malicious

samples. The benign samples are NX domain requests collected
in a university environment, and also include AGDs generated by
benign applications such as antivirus software. Since these AGDs
are not tied to malicious activities, they were considered as benign
and not removed from the data set. The malicious samples were
taken from DGArchive1 [8]. DGArchive provides a collection of
AGDs generated by reverse engineered DGAs for known seeds. At
the time of sampling, DGArchive contained roughly 100 million
AGDs for 91 DGAs.
The data set used for our initial evaluation consists of 134 036 sam-
ples, 101 866 of which have been used for training, 5 362 as the
holdout set, and 26 808 for the final evaluation of the trained classi-
fier. Each of the data sets has a 50/50 label distribution with regard
to AGDs. The training process was stopped, when the classifier’s
performance did not improve for three consecutive training epochs.
The models have been trained via the implementation used in [2],
which utilizes Python, Keras, and TensorFlow. The configuration of
the used NYU model can be found in the appendix of [14], but was
slightly modified to allow for inputs of up to 253 characters [2].
The results of our initial evaluation are depicted in Figure 2. The
initial observation is that the encoding indeed negatively impacts
the utility of classifiers. While the classifier trained on cleartext
data achieves accuracy, precision and recall values beyond 0.99,
none of the classifiers trained on sanitized data sets manages to
score this high on each of the three metrics. Forcing collisions by
using shorter Bloom filters further impacts the accuracy and recall
negatively. The shorter Bloom filters also seem less resistant to
the application of noise, as seen in the drastic impact on all three
metrics for the noisy encodings of Bloom filter size 64. While these
results are not unexpected, the small impact of the encoding on
the precision of the classifiers does surprise. Except for the short
noisy encodings, the sanitized versions hold up well, with precision
values above 0.98.

7 DISCUSSION
The sharing of training data for DGA detection is just one of many
use cases dealing with the broader question of how to sanitize data
samples of which every part is potentially sensitive. AGDs (and
their benign training sample counterparts) face the problem that
they are too concise to make a distinction between sensitive and
non-sensitive parts. In this case, traditional anonymization tech-
niques such as 𝑘-anonymity [13] or 𝑙-diversity [5] are conceptually
not applicable. While other approaches such as multi-party com-
putation or differential privacy could be considered as alternatives,
they specifically target the computation procedure, and not directly
the data behind it. These approaches further come with their own
sets of problems, such as a high communication overhead [1] or a
high degree of noise required to fulfill formal guarantees.
With the Bloom encoding approach, which has been established for
PPRL as an efficient alternative to cryptographic protocols, we have
looked into a technique that tries to obscure data samples, while
preserving similarity as an essential property for machine learn-
ing. The efficiency of the approach and the property of preserving
similarity, however, come at the cost of weaker privacy guarantees

1https://dgarchive.caad.fkie.fraunhofer.de
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compared to cryptographic approaches. Collisions between the en-
codings are important to obscure samples, but also impact utility.
The same holds for the use of hardening techniques, such as the
addition of noise. Our preliminary evaluation showed that both
have a practical impact on the quality of the encoded data.
In the context of future work, a better understanding of guarantees
provided by hardening techniques for Bloom encodings as well
as their impact on utility is of interest. While various hardening
approaches have been proposed for PPRL [9], some of them are not
applicable in a setting in which the adversary is considered to know
the encoding procedure and parameters. The approach could further
be considered for scenarios, in which more traditional approaches
to data sanitization are not applicable, such as the sanitization of
URLs for phishing detection via machine learning [7]. Nevertheless,
respective privacy requirements need to be considered carefully.
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